
What?

Semi-Discrete Normalizing Flows through Differentiable Tessellation

Distributions with bounded support.
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Why?

Combine lots of them with disjoint support.

Main Takeaways

Differentiable tessellation + bijective mapping to 
construct normalizing flows on bounded supports.

Maps between discrete & continuous distributions.

Generalizes existing dequantization methods.

Disjoint mixture models with O(1) compute cost.

Maps each continuous value to a discrete value.

Maps each discrete value to a continuous distribution.

Ordinal Simplex Voronoi

Learns the map from discrete to continuous.

Does not couple dimension with #discrete values.

Bijective Mapping to Convex Supports

Parameterize Voronoi tessellation using anchor points.

Bijective map through 1D transformation:

Log probability is easy to compute in closed form.

Disjoint Mixture Modeling (Continuous Data)

Experiments

Disjoint mixture modeling increases flexibility at no cost.

Beats existing dequantization approaches across many 
data modalities

Can model complex relations between discrete data.

Learns to cluster discrete values with similar probabilities.


