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Applications include spatial propagation of neurons, epidemic
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outbreaks, ride-hailing customers, earthquakes, etc.
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Events can propagate along complex routes, requiring
high-fidelity conditional spatial distributions.
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attention on the sample paths within the drift function f.
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efficient low-variance estimator of V - f.
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